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Abstract 
Let f be an element and S a subset of a normed linear space x. A basic 

 

Problem of approximation theory is to find an element of S, which is as close as possible to f, i.e. seek an element 

S* of S such that  ‖ f - S* ‖  ≤  ‖f - s ‖   for all S* in  S. 

This work seeks to use the fourier approximation method  using the 

Inner  product space to obtain a best approximation of functions. The fourier 

approximation in calculus is shown to be a special least square approximation.  

Define an inner product and norm on  c [ -π, π]  by  the equation. 

 

f.g =∫ 𝑓(𝑥) 
𝜋

−𝜋
𝑔(𝑥) 𝑑𝑥  𝑎𝑛𝑑   ‖ f ‖ =  [∫ 𝑓2𝜋

−𝜋
(𝑥)𝑑𝑥]

1

2 𝐿   

Let   Jn   be the set of all 

 

trigonometric  polynomial of degree at most n. We seek  S* of  Jn such that the 

integral ∫  
𝜋

−𝜋
[f (x) - S* (x)] 2dx  is  minimum. 

The inner product space, or orthogonal projections, least square approximations and Fourier 

approximations are defined. The inner product space and orthogonal projection are applied to the least square 

approximation and subsequently to Fourier approximation in calculus.    

   

 Keywords:  Fourier Approximation. 

     Introduction
In real life situation, exact values are needed to solve problems. Efforts are made to obtain values that are 

close which subsequently yields the"almost" exact results. The usefulness of approximation in mathematics in 

particular and life situations in general cannot be overemphasized. 

Many problems in the physical sciences and engineering involve the approximation of a function  f  by another function  

g. If  f  is in [a,b], then usually g is chosen from a given subspace  w of  c[a,b] where c[a,b] is the inner  product space 

of all continuous  functions of   f. 

 

Definition of Terms 
2.1 Vector Space: Let V be a set on which two operations (vector addition and vector multiplication) are defined. 

If the following axioms  are satisfied for every u,v  and  w  in  V and every scalar c and d, then V is called a vector 

space  

u+v  is  in  V 

u+v = v+u 

u+ (v+w) = (u+v) +w  

v  has a zero vector O such that for every u in V, u + 0 = u.  

For every U, there is a vector in V denoted by –u  such  that  u + (-u) = O 

cu  is in V 

c(u+v) = cu+cv         Distributivity 

(c+d)u=cu+dv 

 

c (du) = (cd)u   Associativity 
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and  

I(u)=u             Scalar identity 

 

2.2 Linear Dependence/Independence 

A  s e t  of  vectors   S = {v1, v2, . . . vk)  in a vector space V is called linearly independent if the vector equation 

clvl + C2V2 + ….+ CkVk = 0  has only the trivial solution, cl = 0, c2 = 0 ,…., ck = 0. If  there are also non-trivial  

solution, then S is called linearly dependent. 

2.3 Spanning Set of a Vector Space 

Let S = {𝑣1, 𝑣2, … . , 𝑣𝑘} be a subset of a vector space V, the set S is called a spanning set of  V if every vector in V 

can be written as a linear combination of vectors in S. S spans V. 

2.4 Basis: A set of vector  S ={ v1, v2, ... vn} in a vector space V is called a basis for V if S spans V and S is linearly independent. 

2.5 Dimension of a vector space: 

 If a vector space V has a basis consisting of n - vectors, then the number n is called the dimension of V denoted 

by dim (V) = n. If  V consists of the zero vector alone, the dimension of V is defined as zero. 

2.6.1 Length of a Vector in Rn: The length of a vector V = (V1,V2,….Vn)   in  Rn 

is given by ‖ V ‖ = √(V 1
2 +  V 2

2 + ⋯ + Vn
2)        and 

2.6.2 The distance between two vectors u and v in Rn   is  d(u,v)  = ‖ U −  V  ‖.  

Furthermore 

d(u,v)  ≥  \0; d(u,v)  = 0  iff  u = v  and   d(u,v) = d(v,u). 

 

2.7.1  Dot Product: The  dot  product  of  u = (ul,u2,.,……,un) 

 and v = (v1, v2, …., Vn)   is the scalar quantity 

u.v = u1v1+u2v2+… +unvn 

2:7.2 Two Vectors u and v in Rn   are orthogonal if   u.v = o.  

 

2.8 Normalizing Vectors: 

If  V is a non-zero vector in Rn, then the vector u = v/ ‖ v  ‖. with length 1 and has the same dimension as v.u is 

called the unit vector in the direction of v. The process of finding the unit vector in the direction of v is called 

normalizing the vector v. 

2.9 Cross Product of  two Vectors: 

Let u = uli; + u2j + u3k   and  v = v1i + v2j + v3k   be vectors in R3. The cross product of u and v is the vector  u x v  = 

(u2v3 - u3v2)i - (ulv3 - u3v1)j + (ulv2 - u2v1)k   i.e. 

 

 

u x v =   i j k 

  u1 u2 u3 

  v1 v2 v3 

 

 

 

Inner Product Space 
3.1.1 Let u,v and w  be vectors in a  vector space V and let c be any scalar. An inner product on V is a function that 

associates a real number <u,v>  with each  

 

pair of vectors u and v and satisfies the following axioms 

 

<u,v> = <v,u> 

<u,v + w> = <u,v> x <u,w>  

c <u,v> = <cu, v> and 

<u,v> >0 and <v,v> = 0   iff  v = 0 

A vector space V with an inner product is called an inner product space.  

3.1.2 Properties of  inner Products 

Let u, v and w be vectors in an inner product space V and let c be any real number. Then 
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<0,v> = <v,0> = 0 

<u + v, w> = <u, w> + <v,w>  

<u,cv> = c <u,v> . 

Let u and v be vectors in an inner product space V,  

The norm (length) of u is ‖ U  ‖= √< u, u > 

The distance between u and v is d (u,v)  = ‖ u − v  ‖. The angle between two nonzero vectors u and v is given by 

Cos 𝜃 = <u,v>    ,   0 ≤ 𝜃 ≤ 𝜋 and u and v are orthogonal if <u,u> = 0. 

        ‖ u  ‖‖ v  ‖ 

 

3.2 Least Square Approximation 

Let f  be continuous on [a,b], and let w be a subspace of c[ab]. A function 

 

g in  w is called a least square approximation  of   f  with respect to w if the value 

of  I=∫ [ f(x) − g(x)]2]dx 
𝑏

𝑎
 is a minimum with respect to all other functions w. If 

the subspace w is the entire space c[a,b] then g(x) = f(x) and hence I = 0. 

 

3.3 Now to approximate a function  f  by another function  g where f is in c[a,b], 

We  choose g from a given subspace w of c[a,b]. One way to define how one 

Function  best approximates another function would be that "the area bounded by 

the graph of   f and g  in  [a,b] i.e. 

Area =∫ [ f(x) − g(x) 
𝑏

𝑎
]2 dx 

The function  g is the least square approximation  of    f with respect to the 

inner product space w. 

Certain functions  may be represented as the sum of a converged infinite 

series.. If the function  f(x)  is  periodic  say  f(x +2l) = f(x) for all x, one very good 

way of representing the function is by a trigonometric series. 

Such a series is of the form 

 

 

a0

2
+ ∑ (an cos

nπx

𝑙
) bn sin

nπx

𝐼

∞

𝑛=0
 - - - - - - - - - - - - - - - - - - (i) 

 

Or  

 
a0

2
+ ∑ cos nx + bn sin nx∞

𝑛=0  - - - - - - - - - - - - - -- - - - - - - (ii) 

 

Where the period is 2π 

Suppose that the following integrals exist 

an = 
1

𝑙
∫ if(x) 

1

−1
 cos 

𝑛𝜋𝑥 𝑑𝑥

1
, n =.o, 1,2 _ _ _ _ _ _ _ _ _ _ _ _ _ (iii) 

 

bn 
1

𝑙
∫ if(x) 

1

−1
 Sin 

𝑛𝜋𝑥 𝑑𝑥

𝑙
,, n = o, 1,2, _ _ _ _ _ _ _ _ _ _ _ _ _ _ (iv) 

 

The  numbers  ao, a1, ---, b1, b2, …, are called the Fourier coefficients of the  

function  f(x)  and the series   ao + ∞ [an, cos nx + bn sin nx]   i.e. (ii) is 

 

called Fourier series of   f. 

In  Fourier approximation, we consider the functions of the form 

g(x)=ao/2+alcosx + …. + an cos nx + b1sin x + bn sin nx 

in the subspace W of  c[0,2π]  spanned by the basis 

s = { 1, Cos x, Cos 2x, …, Cos nx, sin x, sin 2x,… sin nx 

where the 2n +1 vectors are orthogonal in the inner product space c[0,2π]  

because (f. g) = ∫ f(x) 
2𝜋

0
g(x) dx = 0, f ≠ g. 
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Normalizing each function in the basis, gives the orthogonal  basis. 

 

B = {W0, WI, ... Wn, Wn-1, ... W2n    = 

 

{ 
1

√2𝜋
 + 

1

√𝜋
 cos x, . . . , 

1

√𝜋
 cos nx, 

1

√𝜋
sin x, ... 

1

√𝜋
sin nx 

 

With theoren  4.1 below together with the orthogonal basis, we write  

g(x) = <f, wo> wo + <f, w1> w1 +... + <f, w2n> w2n. 

The  coefficients ao, a1, … an, b1, ...,bn for g(x) is the equation 

g(x) = ao/2 + al cos x + ... + an cos nx + b1 sin x + ... + bn sin nx are given by the following integrals. 

 

a0 = 〈f, w0 〉 
2

2𝜋
 = 

2

2𝜋
 ∫ 𝑓(𝑥)

2𝜋

0
 

2

2𝜋
 𝑑𝑥 = 

𝑥

𝜋
  ∫ 𝑓(𝑥)𝑑𝑥

2𝜋

0
 

 

a1 = 〈f, w0 〉 
1

𝜋
 = 

1

𝜋
 ∫ 𝑓(𝑥)

2𝜋

0
 
1

𝜋
 𝑐𝑜𝑠𝑥𝑑𝑥 = 

1

𝜋
  ∫ 𝑓(𝑥) 𝑐𝑜𝑠𝑥𝑑𝑥

2𝜋

0
 

 

a1 = 〈f, w0 〉 
1

𝜋
 = 

1

𝜋
 ∫ 𝑓(𝑥)

2𝜋

0
 
1

𝜋
 𝑠𝑖𝑛 𝑛𝑥𝑑𝑥 = 

1

𝜋
  ∫ 𝑓(𝑥) 𝑠𝑖𝑛 𝑛𝑥𝑑𝑥

2𝜋

0
 

 

g(x) is the nth order Fourier approximation of f on the interval [o, 2𝜋]. 

 

 

Theorems 
4.1 Theorem: Least square approximation. 

Let f  be continuous on [a,b] and let w be a finite dimensional subspace of c[a,b]. The least square approximating 

function of f with respect to w is given by       g = < f, w l> w l + < f , w 2 > w 2 + . . .  + < f , w n , >  wn  

Where B = { wl, w 2 ,  . . . ,  wn) is an orthogonal basis for w. 

4.2 Fourier Approximation 

On the interval [o, 2π], the least square approximation of a continuous  

function f with respect to V, the vector space spanned by 

{ 1, cos x, ..., cos nx, sin x, ... sin nx   is given by 

g(x)=ao+a1 cos x+... +a,,cosnx+bi ... bn   are 

 

ai =  
1

𝜋
 ∫ 𝑓(𝑥)

2𝜋

0
dx, aj = 

1

𝜋
 ∫ 𝑓(𝑥)

2𝜋

0
 f (x)cos jx dx, 

 

bj =
1

𝜋
 ∫ 𝑓(𝑥)

2𝜋

0
f(x)sinjxdx,   j = 1,2, ... n 

 

4.3.1 Proposition: Suppose that f(x) is piecewise continuous in a ≤x ≤ b, then           f (x) is bounded there. 

4.:3.2 If the function g(x) is piecewise continuous in the interval a <x < b. Then 

the integral I(𝜆) = ∫ 𝑔
𝑏

𝑎
 (.£) sin 𝜆 t dt tends to zero as 𝜆 → ∞ 

 i.e. lim I(𝜆) = ∫ 𝑔
𝑏

𝑎
 (t) sin 𝜆t dt. 

 

Illustration 
Obtain the approximation of  g(x) = ao+alx+a2 x2 for  f(x) = ex, 0≤x ≤1 

To obtain this approximation   g(x), we need to find the value of   ao, al and 

a2 that minimizes the value of 

 I = ∫ [𝑓(𝑥)
1

0
 - g(x)]2 dx. 

ie I = ∫ 𝑒
1

0

𝑥
 [- (ao+a1x+a2x2)] 2dx  

I = ∫ (
1

0
ex - ao- alx- a2x2 )2 dx  

Integrating and setting the partial derivation of   I  with respect to  ao, al, a2 equal to zero ie. 

6ao+ 3a1 +2a2 - 6e + 6 -------------------------- (i) 
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6ao+ 4a1 +3a2 - 12 ------------------------------- (ii) 

20a0 + 15a1 + 12,,12- 60e + 120 ---------------- (iii) 

 i.e. (i), (ii) and (iii) becomes 

6ao+ 3a1 +2a2 - 6 (e - 1) ------------------------------ (iv) 

 

6ao+ 4a1, +3a2 = 12 ------------------------------------------- (v) 

20a o  + 15a1 + 12a2 = 60 (e -12) ------------------- (vi)  

The solution of this system is  

a o= -  l05 + 39e = 1.013 ---------------------------- (vii) 

 

a 1  = 588 - 216e = 0.851 --------------------------- (viii)  

a 2= -570 + 210e = 0.839 ------------------------- (ix)  

Hence g(x) = 1.013 + 0.851x +0.839x2 -------- (x) 

Now expressing I in vector form is done using inner product. 

(f.g) =  ∫ 𝑓(𝑥)𝑔(𝑥)
1

0
dx 

Then with the inner product 

I =∫ [𝑓(𝑥) 
1

0
-  g(x)]2dx = < f - g, f -g > 

=  ǀ f - g ǀ2 

This is the least square approximation. 

Now on the interval approximation square approximation of the 

continuous function f with respect to the vector space spanned by 

{1,  cos x ... , cos nx, sin x, ... sin nx}   -------------------------- (xi) 

Is given by 

a 

g(x)  = 
𝑎0

2
+a 1  cosx+….+a n  cosnx+b 1  s inx+…+b n  s innx__------ - -  (xii) 

 

i.e (gx) = 
𝑎0

2
+a 1  cosx  + a2 cos2x + a 2 cos2 x  in this problem 

But ao = 
1

𝜋
∫ f(x )dx 

2𝜋

0
,a1 = 

1

𝜋
∫ f(x )cosxdx 

2𝜋

0
 and      a2 = 

1

𝜋
∫ f(x )cos2x 

2𝜋

0
d x 

i.e  ao = 
1

𝜋
∫ 𝑓(𝑥)𝑒𝑥2𝜋

0
,   a1 = 

1

𝜋
∫ 𝑒𝑥 cosx d𝑥 

2𝜋

0
 and   a2 = 

1

𝜋
∫ 𝑒𝑥cos2x 

2𝜋

0
d x 

 

Then, 

 

ao = 
1

𝜋
∫  

2𝜋

0
𝑒𝑥d𝑥 = 

2

𝜋
 sin bx 

 

a1 = 
1

𝜋
∫ 𝑒𝑥 

2𝜋

0
𝑐𝑜𝑠2𝑥d𝑥 = 

2

𝜋
 sin bx 

 

a2 = 
1

𝜋
∫  

2𝜋

0
𝑒𝑥𝑐𝑜𝑠2𝑥d𝑥 = 

2

5𝜋
 sin bx 

 

b1 = 
1

𝜋
∫  

2𝜋

0
𝑒𝑥𝑐𝑜𝑠2𝑥d𝑥 = 

2

𝜋
 sin x 

 

 

b2 = 
1

𝜋
∫  

2𝜋

0
𝑒𝑥𝑠𝑖𝑛2𝑥d𝑥 = 

−4

5𝜋
 sinbx    …………….(xiii) 

 

--------------- (xiii) 

Now using the results in (xiii) above with (xii) results to 

T* (x) = 2 sin hπ  [ 
1

2
 -  

1

2
 cos x + 

1

2
 sin x + 

1

5
 cos 2x -  

2

5
 sin 2x] ------ (xiv) 

 

 

(xiv)  is the best approximation for the problem. 
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Summary/ Conclusion 
If  the  function   f  is an element  and  S  is  a  subset  of  a  normed  linear  space  X , then  given  an  element  

s*  of  S, the  approximation  problem states  that  we  need  find  an  element  of  S  that  is  as  close  as  possible  to  

f  such  that   

||f – s*||  ≤  || f – S||   ∀  s* ∈ S 

The  Fourier  approximation  has  been  applied  using  the  inner  product  space  to  obtain  the  best  approximate  of  

a  given  polynomials  in  a  given  interval. 

Relevant  terms  in  vector  space, inner  product  and  least square  approximations 

are  defined  and  related  to  the  Fourier  approximation. Theorems/propositions  are  stated  and an  illustrative  

example  included. It  has  been  shown  that  the  best  approximation  to problem  solutions  can  be  obtained  by  

the  method  discussed  above. 
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